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Summary
• Trust
•A structure for evaluation
•Ranking a set of algorithms
• Layered explanations 
• Explaining regression models
•Communicating uncertainty
•How some (fairly basic) statistical science might help!

(Primary focus on medical systems – only scrape surface)



Onora-O’Neill and trust

•Organisations should not be aiming to 
‘increase trust’

•Rather, aim to demonstrate 
trustworthiness





We should expect trustworthy claims

• by the system

• about the system



A structure for evaluation?

Pharmaceuticals
Phase 1 Safety: 

Initial testing on human subjects

Phase 2 Proof-of-concept:
Estimating efficacy and optimal 
use on selected subjects

Phase 3 Randomised Controlled Trials:
Comparison against existing 
treatment in clinical setting

Phase 4 Post-marketing surveillance:
For long-term side-effects

Stead et al, J Med Inform Assoc 1994

Algorithms
Digital testing: 
Performance on test cases

Laboratory testing: 
Comparison with humans, user testing

Field testing: 
Controlled trials of impact

Routine use: 
Monitoring for problems



Phase 1: digital testing

•A statistical perspective on algorithm competitions



Ilfracombe, North Devon

• Database of 





•Copy structure of Kaggle competition (currently over 
59,000 entries)
• Split data-base of 1309 passengers at random into 
• training set (70%) 
• test set (30%)

•Which is the best algorithm to predict who survives?

William Somerton’s entry in a public database of 1309 passengers (39% survive)



Performance of a range of (non-optimised) methods on test set
Method Accuracy

(high is good)
Brier score (MSE)

(low is good)

Simple classification tree 0.806 0.139

Averaged neural network 0.794 0.142
Neural network 0.794 0.146
Logistic regression 0.789 0.146
Random forest 0.799 0.148
Classification tree (over-fitted) 0.806 0.150
Support Vector Machine (SVM) 0.782 0.153
K-nearest-neighbour 0.774 0.180
Everyone has a 39% chance of surviving 0.639 0.232
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Simple classification tree for Titanic data





• Potentially a very misleading 
graphic!
• When comparing, need to 

acknowledge that tested on same 
cases
• Calculate differences and their 

standard error

• How confident can we be that 
simple CART is best algorithm?



Ranking of algorithms
•Bootstrap sample from test set (ie sample of same size, 

drawn with replacement)
•Rank algorithms by performance on the bootstrap 

sample
•Repeat ‘000s of times

• (ranks actual algorithm – if want to rank methods, need 
to bootstrap training data too, and reconstruct 
algorithm each time)



Probability of ‘best’:

63% simpleCART
23% ANN
8% randomforest

Distribution of true rank 
of each algorithm



Who was the luckiest person on the Titanic?
• Karl Dahl, a 45-year-old Norwegian/Australian 

joiner travelling on his own in third class, paid the 
same fare as Francis Somerton
• Had the lowest average Brier score among 

survivors – a very surprising survivor
• He apparently dived into the freezing water and 

clambered into Lifeboat 15, in spite of some on 
the lifeboat trying to push him back. 

• Hannah Somerton was left just £5, less than 
Francis spent on his ticket.



Phase 2: laboratory testing



Phase 2: laboratory testing

Judgements 
on test 
cases

Turing Test



• Can reveal expert disagreement: evaluation of Mycin in 1970s found  > 30% 
judgements considered ‘unacceptable’ for both computer and clinicians
• June 2018: Babylon AI published studies of their diagnostic system, rating 

against ‘correct’ answers and external judge

• Critique in November 2018 Lancet
• Selected cases
• Influenced by one poor doctor
• No statistical testing
• Babylon commended for carrying out studies and quality of software
• Need further phased evaluation 

Phase 2: laboratory testing

Yu et al, JAMA, 1979; Shortliffe, JAMA, 2018; Fraser et al, Lancet, 2018; Razzaki et al, 2018



Phase 3: field testing



Phase 3: field testing – alternative designs 
for Randomised Controlled Trials
• Simple randomised: A/B trial (but 

contamination….)
•Cluster randomised: by team/user 

(when expect strong group effect, 
need to allow for this in analysis)
• Stepped wedge: randomised roll-

out, when expect temporal 
changes 



Phase 3: a cluster-randomised trial of an algorithm 
for diagnosing acute abdominal pain 
• Design: over 29 months, 40 junior doctors in Accident and Emergency 

cluster-randomised to
• Control (12)
• Forms (12)  (had to give initial diagnosis)
• Forms + computer (8) 
• Forms + computer + performance feedback (8)

• Algorithm: naïve Bayes
• > 5000 patients, but   

• Very clumsy to use 
• Only 64% accuracy 
• Over-confident: < 50% right when claiming appendicitis (but 82% when claiming ‘non-

specific abdominal pain’)
• Limited usage: forms (65%), computer (50%, only 39% was the result available in time)
• Very rarely corrected an incorrect initial diagnosis. 

• But, for ‘non-specific’ cases, admissions and surgery fell by > 45%!



So why did this fairly useless system have a positive 
impact?

•Reduction in operations explained by reduction in 
admission of ‘non-specific abdominal pain’ (NSAP)
•More correct initial diagnoses of NSAP made by junior 

doctors 
•Cultural change from forms and computer, 

encouraging junior doctors to make a diagnosis

Wellwood et al, JRC Surgeons 1992



Phase 4: surveillance in routine use

• Ted Shortliffe on clinical decision support systems (CDSS):

•Maintain currency of knowledge base
• Identify near-misses or other problems so as to inform 

product improvement
• A CDSS must be designed to be fail-safe and to do no harm

Shortliffe, JAMA, 2018



Onora-O’Neill on transparency

•Transparency (disclosure) is not enough

•Need ‘intelligent openness’

o accessible
o intelligible
o useable
o assessable



• Responsibility: whose is it?
• Auditability: enable understanding and checking
• Accuracy: how good is it? error and uncertainty
• Explainability: to stakeholders in non-technical terms
• Fairness: to different groups

But what about…
• Impact: what are the benefits (and harms) in actual use?



Transparency does not necessarily 
imply interpretability…
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Explainability / Interpretability 



Global explainability
About the algorithm in general:

• Empirical basis for the algorithm, pedigree, 
representativeness of training set etc
•Can see/understand working at different levels?
•What are, in general, the most influential items 

of information?
•Results of digital, laboratory and field evaluations 

many checklists for reporting informatics evaluations: SUNDAE, ECONSORT etc



Local explainability
About the current claim:

•What drove this conclusion? eg LIME
•What if the inputs had been different?  Counterfactuals
•What was the chain of reasoning? 
•What tipped the balance?
• Is the current situation within its competence?
• How confident is the conclusion?  

Ribiero, 2016; Wachter et al, Harvard JLT, 2018; 



• Image from Google 
Deepmind / Moorfields
Hospital collaboration
• Tries to explain 

intermediate steps 
between image and 
diagnosis/triage 
recommendation





Predict

• Common interface for professionals and patients after surgery 
for breast cancer
• Provides personalised survival estimates out to 15 years, with 

possible adjuvant treatments
• Based on competing-risk regression analysis of 3,700 women, 

validated in three independent data-sets
• Extensive iterative testing of interface – user-centred design
• ~ 30,000 users a month, worldwide
• Starting Phase 3 trial of supplying side-effect information
• Launching version for prostate cancer, and kidney, heart, lung 

transplants



Levels of explanation in Predict 

1. Verbal gist.
2. Multiple graphical and numerical representations, with 

instant ‘what-ifs’
3. Text and tables showing methods 
4. Mathematics, competing risk Cox model
5. Code.

For very different audiences!



Part of mathematical description



Explainability / Interpretability 

• Variety of audiences and purposes  - developer, user, 
external expert etc
• GDPR demands – not sure how this is to be interpreted
• Need to properly evaluate explanations as part of impact 

(they may confuse or mislead)
• All sorts of clever technical things going on with black 

boxes: surrogates, layers
• Or build an interpretable model in the first place? 

Doshi-Velez and Kim, 2017; Weller, 2017 



Interpretability of regression models?

• Scoring is interpretable (global 
and local)
• eg risk scoring using GAMs for 

pneumonia risk (Caruana)
•Rudin optimising integer scores
•Claim: don’t need to trade off  

performance against 
interpretability (but in which 
contexts?)

Caruana et al, KDD, 2015; Rudin and Ustin, Interfaces, 2018 



Alan Turing’s approach to explanation



GLADYS: diagnosis of gastrointestinal pain using 
input from computer-interviewing

Evidence for peptic ulcer Evidence against peptic ulcer

Abdominal pain 1 History less than 1 year -8

Episodic 2 No seasonal effect -1

Relieved by food 4 No waterbrash -3

Woken at night 3

Epigastric 3

Can point at sight of pain 2

Family history of ulcer 4

Smoker 4

Vomits, then eats within 3 hours 5

Total evidence for 28 Total evidence against -12
Balance of evidence 16

Starting score -8 (based on prevalence of 30%)

Final score 8 = 68% probability of peptic ulcer



Communicating uncertainty

• “Determine how to communicate the uncertainty / 
margin of error for each decision”.

•Part of being trustworthy
•But will acknowledging uncertainty lose trust and 

credibility?



Uncertainty about statistics



Uncertainty about statistics



Uncertainty about statistics



Uncertainty about statistics



Uncertainty about statistics



February 2018 
Inflation report
• ONS do not provide ‘error’ 

on GDP



UK migration
report
November
2018

Only visualises
sampling error

Quality issues as 
verbal caveats



•Our  empirical research suggests that ‘confident 
uncertainty’ does not reduce trust in the source –
audiences expect it.

•Relevance: future official statistics will be increasingly 
based on complex analysis of routine data

Communicating uncertainty



Fairness

There are many reasons for feeling an algorithm is 
‘unfair’…..









What is the ‘effective age’ of your organs?

•“Lung age”, “brain age”, etc etc
•Generic idea: what is the age of a ‘healthy’ 
person who has the same risk/function as you?





Phase 3: RCT of ’heart age’

• > 3000 subjects individually 
randomised to
oHeart Age calculator
oFramingham risk score
oControl

• At 12 months, reduction in risk score
oHeart Age > Risk Score  > Control



Comments from esteemed colleagues

• ‘What a load of c**p’ (Maths professor)
• ‘It just annoys me that it says I have raised risk 
factors when I have none.’ (BBC producer)
• ‘But what utter b******s this whole thing is.’ 
(General Practitioner)
• ‘I could have programmed that in my sleep – just 
a load of random numbers designed to p**s 
people off.’ (Maths professor)



What irritated people so much?

•Nearly everyone has increased heart age
•Exercise not in equation – seen as ‘not fair’



So who was responsible for all this?

• Reveals that we were responsible for adapting an existing model to 
provide Heart Age
• …. but used by 2.9 million people in 3 days



• coefficients

• based on regression 
analysis (2.3 million 
people)

• but no question about 
physical fitness, as not in 
GP database

• now going to incorporate 
exercise……..



Conclusions

• Need to demonstrate the trustworthiness of claims both 
• by an algorithm
• about an algorithm

• Phased evaluation of quality and impact  
• Can formally rank algorithms
• Explanation in multiple forms and levels 
• Confident communication of uncertainty
•Many reasons why people might feel an algorithm was 

unfair
• Basic statistical science might help!



Thanks to …

Titanic
• Maria Skoularidou

Predict
• George Farmer, Alex Freeman, Gabriel Recchia, Paul Pharoah, 

Jem Rashbass, 
Migration
• Sarah Dryhurst

Heart Age
• Mike Pearson
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• Comparing success 
rates of IVF clinics
• League table is 

misleading
• Simulate set of 

‘success rates’ from 
their  distributions
• Rank each set
• Repeat say 1,000 

times 
• Get distribution 

over ranks of 
institutions

Marshall et al, BMJ, 1998



Tipping points – what is the 
crucial item of evidence?



Unfortunately we only just missed out on 
three stars because we did not perform so 
well in the areas of delayed discharges and 
cancelled operations despite making 
progress over the past year

Malcolm Stamp 
Chief Executive of Cambridge Addenbrooke’s Hospital



‘Star rating’ based on (very) complex 
hierarchical algorithm mixing scores and rules

After a lot of manual work, found the crucial 
piece of evidence that tipped Addenbrooke’s …



If just four more junior doctors out of 417 had complied 
with the ‘New Deal on working hours’, then…

• Addenbrooke’s rate on this indicator would have been 
395/417 = 94.7% compliance.
• Rounded to 95%, giving 1 point for Junior Doctors’ Hours
• Gives a band score of 4 for the Workforce Indicator
• Brings total band score to 21 in the Capability and 

Capacity focus area
• Gives a focus score of 2. 
• The Balanced Scorecard would be 5
• Combined with the key targets, would have given 

Addenbrooke’s 3 stars!



Probabilities should be well- calibrated

• Simple classification 
tree for Titanic 
problem is well-
calibrated 
• The probabilities 

mean what they say  -
they are trustworthy.
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A simple test for calibration

DJS, SIM, 1986



• Expected mean Brier score, if 
perfectly calibrated
• randomforest and kNN are 

very overconfident
• ’baseline’ is a bit cautious













Uncertainty?



Assumed treatment effects






